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Exploiting the anomalous signal of the intrinsic $S$ atoms to phase a protein structure is advantageous, as ideally only a single well diffracting native crystal is required. However, sulfur is a weak anomalous scatterer at the typical wavelengths used for X-ray diffraction experiments, and therefore sulfur SAD data sets need to be recorded with a high multiplicity. In this study, the structure of a small pilin protein was determined by sulfur SAD despite several obstacles such as a low anomalous signal (a theoretical Bijvoet ratio of $0.9 \%$ at a wavelength of $1.8 \AA$ ), radiation damage-induced reduction of the cysteines and a multiplicity of only 5.5 . The anomalous signal was improved by merging three data sets from different volumes of a single crystal, yielding a multiplicity of 17.5, and a sodium ion was added to the substructure of anomalous scatterers. In general, all data sets were balanced around the threshold values for a successful phasing strategy. In addition, a collection of statistics on structures from the PDB that were solved by sulfur SAD are presented and compared with the data. Looking at the quality indicator $R_{\text {anom }} / R_{\text {p.i.m. }}$, an inconsistency in the documentation of the anomalous $R$ factor is noted and reported.

## 1. Introduction

Single-wavelength anomalous diffraction (SAD) phasing is based on differences in intensities between Friedel mates recorded at a single wavelength (Dauter et al., 2002). Sulfur and phosphorus are the lightest atoms occurring in biomolecules for which anomalous signals can be used for SAD phasing without any need for derivatization or a homologous structure. However, the anomalous signal reaches only approximately $1 \%$ of the overall intensities, even at the wavelengths of $1.5-2.3 \AA$ available at several sources. Therefore, sulfur and phosphorus SAD data sets have to be measured very precisely, which is typically obtained by high multiplicity. Owing to these limitations, only a low number of sulfur SAD (S-SAD) structures have been deposited in the PDB (104 out of 105 499; Supplementary Table S1).

Recently, highly redundant data sets (up to 535) for S-SAD have been obtained using multiple crystals and have allowed the determination of structures which could not be achieved based on single-crystal data sets (Liu, Dahmane et al., 2012; Liu et al., 2014). This highlights the importance of accuracy in SAD on multiple crystals. However, this approach necessitates isomorphism between crystals and is therefore not always possible.

In this study, we phased the crystal structure of a pilin dimer from Shewanella oneidensis $\left(\mathrm{Pil}_{\mathrm{Bac} 1}\right)$ despite severe radiation

Table 1
Data-collection and processing statistics.
Values in parentheses are for the highest resolution shell. For data processing, $I+$ and $I-$ were kept separate. $R_{\text {merge }}$ and $R_{\text {meas }}$ were taken from $X D S$ and $R_{\text {pi.im. }}$ was calculated by dividing $R_{\text {meas }}$ by the square root of the multiplicity.

|  | A1 | A2 | A3 | A1-3 | B1 | B2 | B3 | B1-3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beamline | I24, Diamond |  |  |  | 14.1, BESSY II |  |  |  |
| Detector | Pilatus 6M |  |  |  | Pilatus 6M |  |  |  |
| Wavelength (A) | 1.77124 |  |  |  | 1.8 |  |  |  |
| Exposure time (s) | 0.2 | 0.2 | 0.2 |  | 0.7 | 0.5 | 0.5 |  |
| Crystal-to-detector distance (mm) | 280.0 |  |  |  | 149.2 |  |  |  |
| Oscillation range ( ${ }^{\circ}$ ) | 0.5 |  |  |  | 0.1 |  |  |  |
| Resolution | $\begin{aligned} & 48.17-2.70 \\ & (2.85-2.70) \end{aligned}$ | $\begin{aligned} & 48.17-2.70 \\ & (2.85-2.70) \end{aligned}$ | $\begin{aligned} & 48.19-2.70 \\ & (2.84-2.70) \end{aligned}$ | $\begin{aligned} & 48.19-2.70 \\ & (2.84-2.70) \end{aligned}$ | $\begin{aligned} & 49.28-1.96 \\ & \quad(2.01-1.96) \end{aligned}$ | $\begin{aligned} & 48.26-1.96 \\ & (2.01-1.96) \end{aligned}$ | $\begin{aligned} & 48.22-1.96 \\ & \quad(2.01-1.96) \end{aligned}$ | $\begin{aligned} & 48.27-1.96 \\ & \quad(2.03-1.96) \end{aligned}$ |
| Space group | I222 |  |  |  |  |  |  |  |
| Unit-cell parameters |  |  |  |  |  |  |  |  |
| $a\left(\right.$ A ${ }_{\text {® }}$ ) | 48.74 | 48.81 | 48.82 | 48.74 | 48.83 | 48.83 | 48.84 | 48.83 |
| $b$ (A) | 96.35 | 96.34 | 96.37 | 96.35 | 96.55 | 96.51 | 96.44 | 96.55 |
| $c$ (A) | 109.71 | 109.89 | 109.97 | 109.71 | 109.76 | 109.76 | 109.76 | 109.76 |
| $\alpha=\beta=\gamma\left({ }^{\circ}\right)$ | 90.0 | 90.0 | 90.0 | 90.0 | 90.0 | 90.0 | 90.0 | 90.0 |
| Mosaicity ( ${ }^{\circ}$ ) | 0.117 | 0.111 | 0.123 |  | 0.079 | 0.084 | 0.079 |  |
| No. of unique reflections | 13663 (996) | 13655 (987) | 13701 (974) | 13696 (1008) | 34575 (2454) | 34853 (2492) | 34658 (2499) | 34976 (2493) |
| Total No. of reflections | 92398 (5603) | 92111 (5456) | 91852 (5389) | 276176 (16577) | 210237 (11740) | 213211 (12125) | 189810 (10854) | 611933 (34633) |
| Multiplicity | 6.8 (5.6) | 6.7 (5.5) | 6.7 (5.5) | 20.2 (16.5) | 6.1 (4.8) | 6.1 (4.9) | 5.5 (4.3) | 17.5 (13.9) |
| Completeness (\%) | 99.5 (98.6) | 99.4 (98.2) | 99.2 (96.2) | 99.5 (98.5) | 96.0 (93.4) | 96.8 (94.6) | 96.3 (94.6) | 97.1 (94.9) |
| $R_{\text {merge }}$ | 0.050 (0.148) | 0.057 (0.142) | 0.039 (0.092) | 0.054 (0.140) | 0.033 (0.081) | 0.034 (0.086) | 0.030 (0.074) | 0.037 (0.088) |
| $R_{\text {meas }}$ | 0.054 (0.162) | 0.062 (0.157) | 0.042 (0.102) | 0.055 (0.145) | 0.036 (0.091) | 0.037 (0.096) | 0.033 (0.085) | 0.038 (0.092) |
| $R_{\text {p.i.m. }}$ | 0.021 (0.069) | 0.024 (0.061) | 0.016 (0.029) | 0.012 (0.036) | 0.015 (0.041) | 0.015 (0.042) | 0.014 (0.041) | 0.009 (0.025) |
| Wilson $B$ factor $\dagger\left(\AA^{2}\right)$ | 46.8 | 32.7 | 41.5 | 34.5 | 28.6 | 27.8 | 28.0 | 27.8 |
| Mean $I / \sigma(I)$ | 28.5 (9.4) | 29.6 (12.1) | 36.0 (14.0) | 49.9 (19.9) | 34.1 (13.5) | 33.1 (12.9) | 34.64 (13.2) | 51.72 (21.2) |
| $\mathrm{CC}_{1 / 2}$ | 0.999 (0.986) | 0.999 (0.988) | 0.999 (0.994) | 1.000 (0.996) | 0.999 (0.995) | 0.999 (0.995) | 0.999 (0.995) | 1.000 (0.998) |

$\dagger$ Taken from CTRUNCATE through AIMLESS in CCP4 (Evans, 2011; Evans \& Murshudov, 2013).
damage, a low multiplicity of 5.5 and a low anomalous signal from only two disulfide bridges and a single sulfate ion in the asymmetric unit. By comparisons with previous S-SAD structures (Supplementary Table S1), we discuss different parameters indicating the signal strength and suggested cutoff values for successful sulfur SAD phasing.

## 2. Materials and methods

Details of the materials and methods are described in the Supporting Information. In brief, two subsets of data (A and B) were collected on two different synchrotron beamlines (Table 1). Data sets A1, A2 and A3 were collected from three different volumes of a single crystal at a wavelength of $1.77 \AA$ on beamline I24, Diamond Light Source, England at 100 K. Data sets B1, B2 and B3 were collected at a wavelength of $1.8 \AA$ on beamline 14.1, BESSY II, Berlin, Germany (Mueller et al., 2012) in a similar way, i.e. by exposing three different volumes of a single crystal. All data were processed with $X D S$ (Kabsch, 2010) and phasing was performed with AutoSol from PHENIX (Terwilliger et al., 2009). The initial model was built by AutoBuild and refined by phenix.refine (Afonine et al., 2012). Each round of refinement was followed by manual model correction in Coot (Emsley et al., 2010). The coordinates of the final model were deposited in the PDB as entry 4us7 (http://www.rcsb.org; Berman et al., 2000).

## 3. Results and discussion

### 3.1. Phasing

All single data sets were of high quality as judged by the $R$ factors and $\mathrm{CC}_{1 / 2}$ values. Notably, the resolution of all data sets was limited by the detector position, which is reflected by average signal-to-noise levels of around 10 in the highest resolution shells (see Table 1). Matthews coefficient analysis favoured three over two molecules in the asymmetric unit (Adams et al., 2010). Therefore, we searched for six sites corresponding to three disulfide bridges with an $f^{\prime \prime}$ of $0.76 \mathrm{e}^{-}$. This approach yielded successful solutions for data set B3 and (depending on the random seed) B 2 , as well as for both of the merged data sets $\mathrm{A} 1-\mathrm{A} 3$ and $\mathrm{B} 1-\mathrm{B} 3$.

Using B1-B3, AutoSol in fact found six sites (Figs. 1a-1d). Sites 1 and 2 as well as 3 and 4 were completely covered with electron density and were arranged in pairs with interatomic distances of $2.1 \AA$, fitting well with the distance between two S atoms in a disulfide bridge. Sites 5 and 6 were individual sites that were not connected to electron-density features of the protein backbone, indicative of bound molecules such as a sulfate ion or a metal ion. The arrangement of these sites indicated a correct solution, but with only two molecules in the asymmetric unit and a solvent content of approximately $62 \%$. However, the high solvent content was beneficial for the phase refinement by density modification (see Figs. $1 e$ and $1 f$ ), and the density-modified map exhibited a high degree of contrast and connectivity, revealing most features of the side chains

(Fig. $1 g$ ), and $90 \%$ of all residues were readily assigned by AutoBuild (Terwilliger et al., 2008). A complete structure was built with the merged data set B1B3 and refined at $1.96 \AA$ resolution to an $R_{\text {work }}$ and an $R_{\text {free }}$ of 17.9 and $22 \%$, respectively (Supplementary Table S2). In the final model the first four sites match two disulfide bridges, while the fifth site was assigned to a sulfate ion bound to residues 1 and 3 of chain $B$ and site 6 to a sodium ion (Supplementary Fig. S1).

For the other data sets that produced a successful substructure determination (A1-A3, B2 and B3), the disulfides and the sulfate ion were identified as anomalous scatterers, but not the sodium ion.
3.2. Comparison of the individual data sets
3.2.1. SigAno, $\mathrm{CC}_{1 / 2}^{\text {anom }}$ and $\Delta F / F$. Merging the data sets significantly increased sigAno $\{[|F(+)-F(-)| / \sigma]$ from $X D S$; Kabsch, 2010\} for both subsets, especially in the low-resolution range (Supplementary Fig. S2). Notably, sigAno was higher for the individual data sets from subset B than for the merged data set $\mathrm{A} 1-\mathrm{A} 3$, indicating higher quality of the single data sets in subset $\mathrm{B} . \mathrm{CC}_{1 / 2}^{\text {anom }}$ hinted at the higher phasing power of the merged data set A1-A3 opposed to the individual data sets (Table 2). Nevertheless, $\mathrm{CC}_{1 / 2}^{\text {anom }}$ gave no indication of differences between B1, B2 and B3, and most importantly it did not indicate that the merged data set $\mathrm{A} 1-\mathrm{A} 3$ led to a structure solution, whereas the structure could not be solved from B1 despite its anomalous signal extending significantly

Figure 1
(a-d) Sites found by AutoSol (Terwilliger et al., 2009) in the density-modified map contoured at $1.5 \sigma$. (a) Sites 1 and 2 revealed to be a disulfide bridge. (b) Sites 3 and 4 revealed to be a disulfide bridge. (c) Site 5 revealed to be a sulfate ion. (d) Site 6 revealed to be a sodium ion. ( $e, f$ ) Overall experimental electrondensity maps for data set $\mathrm{B} 1-\mathrm{B} 3$ before (e) and after $(f)$ density modification. The maps were contoured at a level of $1.5 \sigma$. (g) Example of the quality of the density-modified map (a) contoured at $1.5 \sigma$ and comprising residues 76 87 (HKGVRVPATCNW).

Table 2
Statistics related to the strength of the anomalous signal in the data sets.
The Bijvoet ratio was calculated using (3) (Hendrickson \& Teeter, 1981; Wang et al., 2006). $R_{\text {p.i.m. }}$ was determined by dividing $R_{\text {ri.m. }}$ (taken as $R_{\text {meas }}$ from $X D S$; Kabsch, 2010) by the square root of the multiplicity.

| Phasing statistics | A1 | A2 | A3 | A1-3 | B1 | B2 | B3 | B1-3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Resolution to which anomalous signal extends according to a significant $\mathrm{CC}_{1 / 2}^{\text {anom }} \dagger(\AA)$ | 5.4 | 5.4 | 4.9 | 3.8 | 2.6 | 2.6 | 2.6 | 2.5 |
| SigAno $\dagger$ | 0.884 | 0.893 | 0.927 | 1.048 | 0.840 | 0.888 | 0.914 | 1.035 |
| No. of sites found $\ddagger$ | n.a. | n.a. | n.a. | 5 | n.a. | 4 | 5 | 6 |
| Expected $\Delta F / F(\%)$ | 0.92 | 0.92 | 0.92 | 0.92 | 0.94 | 0.94 | 0.94 | 0.94 |
| Measured $\Delta F / F$ without centric reflections (\%) | 2.6 | 2.3 | 1.9 | 1.5 | 1.6 | 1.7 | 1.7 | 1.3 |
| Mean dano/mean $F$ (\%) | 2.2 | 1.9 | 1.6 | 1.3 | 1.4 | 1.5 | 1.5 | 1.1 |
| $R_{\text {anom }}$ § | 0.032 | 0.032 | 0.026 | 0.021 | 0.021 | 0.024 | 0.023 | 0.018 |
| $\underline{R_{\text {anom }} / R_{\text {p.i.m. }} \text {. }}$ | 1.5 | 1.3 | 1.6 | 1.8 | 1.4 | 1.6 | 1.6 | 2.0 |

$\dagger$ Taken from XDS (Kabsch, 2010). $\ddagger$ Taken from AutoSol (Terwilliger et al., 2009). $\S R_{\text {anom }}=\sum_{h k l}|I(h k l)|-|I(\overline{h k l})| / \sum_{h k l}\langle I(h k l)\rangle$ (Mueller-Dieckmann et al., 2005). © $R_{\text {p.im. }}=$
$\sum_{h k l} \sum_{i}\left|I_{i}(h k l)-\langle I(h k l)\rangle\right| / \sum_{h k l} \sum_{i} I_{i}(h k l)$ (Weiss, 2001).
further based on a cutoff from $X D S$ (Kabsch, 2010). The calculated Bijvoet ratio for both subsets is $0.9 \%$ (see below), but the observed ratios were much higher, ranging from 2.6 to $1.3 \%$ (Table 2). As noted by Dauter et al. (2002), this is not owing to high anomalous signal, but rather to increased noise in the data, and indeed our merged data set B1-B3 has the highest accuracy although it displays the lowest measured Bijvoet ratio.
3.2.2. Anomalous difference maps. The peak heights in anomalous difference maps based on final model phases correlated well with the quality of the initial experimental maps: the higher the peaks, the better the maps (Supplementary Table S3). Despite low multiplicity, data set B3 still displayed anomalous peak heights of $22 \sigma$ and $19 \sigma$, which were higher than those for the merged data sets A1-A3 (19 $\sigma$ and $15 \sigma$ ). Only for data set B did we observe the sodium ion in the anomalous difference maps (and even detected it in the substructure determination despite an $f^{\prime \prime}$ of $0.17 \mathrm{e}^{-}$). Yet, density for the sodium was evident in a $2 m F_{\mathrm{o}}-D F_{\mathrm{c}}$ map of data set A1-A3.

Additionally, we observed a small anomalous peak close to the disulfide in data set B , indicating a reduced cysteine and thus local radiation damage (Supplementary Fig. S3). This model was confirmed by a difference map between the first and second half of each data set, which revealed positive and negative density around the cysteine bridge (chain $A, 13-15 \sigma$; chain $B, 15-22 \sigma$ ). Even though this means that the anomalous scatterer was partially shifted during the data-collection process, we were still able to detect the positions of the disulfide bridges as single-bonded sulfur positions in both molecules. The degree of local radiation damage appears to be similar for all data sets and therefore is not a cause of the phasing power difference.
3.2.3. $R_{\text {anom }} / R_{\text {p.i.m. }}$. Previously, it was reported that the coefficient between the anomalous $R$ factor $R_{\text {anom }}$,

$$
\begin{equation*}
R_{\mathrm{anom}}=\frac{\sum_{h k l}|I(h k l)|-|I(\overline{h k l})|}{\sum_{h k l}\langle I(h k l)\rangle} \tag{1}
\end{equation*}
$$

(Einspahr \& Weiss, 2011) and the precision-indicating merging $R$ factor $R_{\text {p.i.m. }}$ should be above 1.5 to yield a consistent
solution in SAD phasing. This factor was clearly above 1.5 for both merged data sets A1-A3 (1.8) and B1-B3 (2.0) and much higher than for the individual data sets, emphasizing a gain in accuracy from the merged data sets (Table 2). However, the threshold for this coefficient as an indicator of possible


Figure 2
(a) Numbers of structures from the PDB that were determined using the anomalous signal of sulfur, phosphorus and chloride and their multiplicities (Supplementary Table S1). (b) Bijvoet ratios of structures from the PDB that were solved using the anomalous signal of sulfur, phosphorus and chloride. The Bijvoet ratio was calculated as described in §3.3. We have taken the number of atoms that the structure was refined against as $N_{\mathrm{P}}$ and the number of anomalous scatterers that were deposited in the PDB as $N_{\mathrm{A}}$ (Supplementary Table S1).
structure determination is not as clear-cut in our case. The coefficients for data sets $\mathrm{A} 2, \mathrm{~A} 3, \mathrm{~B} 1, \mathrm{~B} 2$ and B 3 are all close to 1.5 , but only data sets B2 and B3 could be solved. Therefore, we conclude that the factor $R_{\text {anom }} / R_{\text {p.i.m. }}$ can serve as a useful indicator, but will not necessarily identify more subtle differences in the quality of anomalous data sets.

A recently described case of S-SAD phasing was associated with an $R_{\text {anom }} / R_{\text {p.i.m. }}$ ratio as low as 1.1 (Huet et al., 2013; Lakomek et al., 2009). However, in these studies the $R_{\text {anom }}$ values were determined with SCALA based on the definition

$$
\begin{equation*}
R_{\text {anom }}^{S C A L A}=\frac{\sum_{h k l}|I(h k l)|-|I(\overline{h k l})|}{\sum_{h k l}|I(h k l)|+|I(\overline{h k l})|} \tag{2}
\end{equation*}
$$

(Evans \& Murshudov, 2013). In this definition of $R_{\text {anom }}$ the denominator is the sum of the Friedel intensities and not the average as in (1), and $R_{\text {anom }}^{S C A L A}$ and subsequently $R_{\text {anom }}^{S C A L A} / R_{\text {p.i.m. }}$. will be only about half, and the threshold value for structure determination should be 0.75 . The reported cases are therefore well above the common threshold.

### 3.3. Comparison to S-SAD structures from the PDB

3.3.1. Multiplicity. Because of the weak anomalous signal of sulfur, data sets for S-SAD need to be recorded with high multiplicity (Dauter \& Adamiak, 2001). Supplementary Table S1 shows the multiplicity for 104 S-SAD structures in the PDB, for which the average is 38 (Fig. 2). Compared with this a multiplicity of $5.5-6.8$ is very low, and in fact data set B3 represents an S-SAD data set with one of the lowest multiplicities; only structures 2 g 51 and 2 yzq have a lower multiplicity, but these proteins also display a much higher number of anomalous scatterers per protein atom (Bijvoet ratios of 1.5 and $1.6 \%$, respectively).
3.3.2. Theroretical Bijvoet ratio. The theoretical Bijvoet ratio estimates the anomalous signal based on sequence and can be calculated as

$$
\begin{equation*}
\frac{\Delta F}{F}=\left(\frac{2 \sum_{i} N_{\mathrm{A}, i} f_{i}^{\prime \prime 2}}{N_{\mathrm{P}} Z_{\mathrm{eff}}^{2}}\right)^{1 / 2} \tag{3}
\end{equation*}
$$

(Hendrickson \& Teeter, 1981), where $N_{\mathrm{A}}$ is the number of anomalous scatterers, $f^{\prime \prime}$ is the anomalous scattering factor, $N_{\mathrm{P}}$ is the total number of non-H atoms and $Z_{\text {eff }}$ is the atomic form factor (which has an average value of 6.7 for light atoms of proteins; Hendrickson \& Teeter, 1981; Wang et al., 2006). The theoretical Bijvoet ratios for S-SAD structures from the PDB range from 0.6 to $4.1 \%$, with an average of $1.5 \%$. Based on the four cysteines and one sulfate ion, the expected Bijvoet ratios for subsets A and B at 1.77124 and $1.8 \AA$ are 0.92 and $0.94 \%$, respectively. Again, these values lie at the lower end of the statistics for S-SAD structures (Supplementary Table S1).

## 4. Conclusion

In this study, we have shown that, against the odds, the predicted limitations of sulfur SAD phasing can be challenged.

Merged data sets of individual volumes of a single, well diffracting crystal can lead to powerful phasing and excellent electron-density maps even at very low Bijvoet ratios. Furthermore, we have qualified our analysis by a compilation of the sulfur SAD structures available in the PDB.
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